Abstract Large net structures used in engineering can easily get into vibration under external excitations; however, the corresponding vibration control strategy still remains challenging. In this paper, a wave boundary control (WBC) strategy is proposed for the vibration suppression of large net structures. The stability of the controlled structures is confirmed by using inverse Fourier transform, transfer function analysis, and numerical simulation. When WBC controllers are set at all boundaries and excitations come from the boundaries, dynamic responses for all the strings of the net structures can quickly reduce to zero without any residual vibration. The effects of different observations, controls, and distributions of sensors on the control laws are discussed. As an application, a method for reducing the number of controllers for large net structures is finally proposed. The research provides theoretical guidance for vibration control of large net structures.

1 Introduction

Large net structures are widely used in various engineering fields due to their excellent characteristics, including light weight, small stowed volume, and high stiffness when stretched [1–3]. However, large net structures can easily start to vibrate under external excitations. For example, in space, alternating thermal loads, the impact of space debris, and adjustments of the spacecraft’s attitude can cause out-of-plane vibration of a net structure. The structural vibration will affect the normal operation and even damage the structure. Accordingly, it is necessary to investigate vibration control strategies for large net structures [4,5].

The vibration control strategies for structures usually can be divided into active control and passive control. Compared with passive control, active vibration control has strong flexibility and reliability and can avoid several deficiencies [6,7]. As one of the widely used active control methods, modal control based on the modal theory requires truncation of finite modes [8,9]. However, the truncation of finite modes is inaccurate for large net structures owing to the dense structural modes. As a result, modal control is only effective for truncated models, leading to modal spillovers [8,10]. On the other hand, for large net structures, shocks or disturbances do not immediately make the whole structure vibrate, but propagate gradually from the disturbance pointed to the whole structure in the form of elastic waves. Consequently, the modal control is only effective for small net structures. Therefore, several researcher have begun to study the vibration control of structures based on wave theory. In 1984, Mace [11] studied the wave characteristics of a beam and pointed out that the reflection and transmission of an elastic wave can be determined by reflection and transmission coefficients when the elastic wave passes through a discontinuity. On the basis of the previous wave characteristic study, Mace [12] eliminated the transmission wave by adjusting the transmission matrix and realized the active isolating control of the vibration at the control point downstream on the beam. In the same period, wave control for spacecraft structures was investigated by Von Flotow [13]. In his study, the active control of these structures was
approached from the point of view of actively modifying the natural disturbance propagation paths. After that, Tanaka [14,15] proposed a wave-based active sinking method for beam structures. Ruzzene [16] employed periodic arrays of shunted, piezoelectric patches to control vibrations and waves propagating over the surface of plate structures. Wu and Li [17] investigated the vibration band gaps of a square lattice structure based on wave theory. Watanabe et al. [18] studied the vibration suppression on transverse vibration of flexible space tether systems by a wave-absorbing control method. Since the controllers are designed directly based on wave equations in the full frequency domain, the wave-based methods have shown the ability to avoid modal spillover and modal truncation compared to the traditional modal control methods [19,20]. However, most of the wave controls are aimed at one-dimensional structures, since the wave equation of one-dimensional structures is easy to solve.

From a mathematical point of view a large net structure is often considered as an original distributed parameter system because the motion of such a system is described by variables depending on both time and space [21]. For the control of the distributed parameter system, boundary control, where actuators are applied only on the structural boundary, is more economical and effective. Some researchers have also done research on the boundary control. William’s study showed that the boundaries can be actively controlled to establish and maintain standing waves [22]. In addition, the boundary actuator was located at one end of the beam-like mass–spring arrays while absorbing the vibration by canceling the outgoing waves [23]. Kreuzer and Steidl presented a method for controlling the torsional vibrations and stick-slip vibrations by exactly decomposing the drill string dynamics into two traveling waves traveling in the directions of the top drive and the drill bit [24]. Hossein Kaviani et al. [25] investigated the vibration of a flexible satellite with flexible appendages and designed the control torque and forces based on the boundary control method. Krsic [26] introduced the backstepping method into the partial differential equation and developed the boundary control method. Then, Wang et al. [27,28] designed the output feedback controller via the backstepping method to suppress the vibration in the cable elevator. Zhao et al. [29,30] proposed a basic boundary control scheme to suppress the string’s vibration based on the backstepping method. Then, he applied the boundary control strategy to flexible riser systems [31,32] and axially moving systems [33]. In the authors’ previous work [34], a collocated control strategy was proposed. The wave-absorbing control strategy took the negative transverse velocity at the end of the string as the feedback signal of the control law \( u(t) = -K w(t, 1) \). Compared with the collocated control strategy [34], non-collocated systems are more difficult to control due to stability concerns [35]. Unfortunately, for two-dimensional large net structures, the work used the wave-based non-collocated boundary control method which is still little reported on. Thus, in this paper, a wave boundary control (WBC) method is proposed to investigate the vibration control of net structures. In Sect. 2, the wave boundary control method is introduced and the stability of net structures is analyzed. The inverse Fourier transform is applied to explore the principle of stability. The physical mechanism is that poles of the net structure in the frequency domain are eliminated by using our proposed WBC method, and further structural vibration (standing wave) is tailored into traveling waves. In Sect. 3, the control laws corresponding to different observations and different distributions of the sensors are derived and summarized. In Sect. 4, as an application, weaving design boundaries for reducing the number of controllers for large net structures is proposed and numerical simulations are carried out to prove the effectiveness of the wave boundary control strategy. These are the latest research results which have not been reported in the previous paper [34].

2 Wave boundary control method and stability analysis

2.1 Single string

In this study, the tensions of any continuous strings are approximately constant because displacement responses of the net structures are quite small [36]. Thus, a linear analysis can be permitted [37]. Such a linear system has a negligible Young’s modulus and cannot transmit longitudinal waves along its length [38]. As a result, only the transverse displacement is considered for each string. Besides, both gravity and damping are ignored [39].

The proposed WBC method is established based on the one-dimensional linear wave equation. The free vibration of a single string model is described by

\[ T \frac{\partial^2 u}{\partial x^2} - \rho \frac{\partial^2 u}{\partial t^2} = 0, \] (1)
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![Fig. 1 Boundary control scheme for a single string. The controller and sensor are applied at left and right, respectively, while the excitation is at the far end of the right](image)

where \( u(x, t) \) is the transverse displacement of the string; \( T \) and \( \rho \) are the pretension and mass per unit length, respectively; \( x \) and \( t \) are the space coordinate along the string and time, respectively.

The general solution of Eq. (1) can be considered as a sum of a leftward and a rightward traveling wave mode [38,40] in the frequency domain:

\[
\hat{u}(x, \omega) = \hat{u}_l(\omega) e^{-ikx} + \hat{u}_r(\omega) e^{ikx} = \hat{u}_l(x, \omega) + \hat{u}_r(x, \omega),
\]

where \( \omega \) is the angular frequency and \( i = \sqrt{-1} \). \( k \) is the wave number and given by \( k = \omega/c = \sqrt{\rho \omega^2/T} \), \( c = \sqrt{T/\rho} \) is the wave speed. \( \hat{u}_l(x, \omega) \) and \( \hat{u}_r(x, \omega) \) are the waves traveling toward the left and right along the string, respectively.

As shown in Fig. 1, the initial conditions of the string (both the net structures in the following) are

\[
\begin{align*}
\left. u \right|_{t=0} &= \left. \frac{\partial u}{\partial t} \right|_{t=0} = \left. \frac{\partial^2 u}{\partial t^2} \right|_{t=0} = 0.
\end{align*}
\]

The displacement for an actuator and a sensor expressed as \( \hat{U}_c \) and \( \hat{U}_s \), respectively, are also considered to be the superposition of two directional traveling waves:

\[
\begin{align*}
\hat{U}_c &= \hat{u}_l^1 + \hat{u}_r^1, \\
\hat{U}_s &= \hat{u}_l^2 + \hat{u}_r^2,
\end{align*}
\]

where \( \hat{u}_l^1, \hat{u}_l^2, \hat{u}_r^1, \) and \( \hat{u}_r^2 \) are the traveling wave components of the related boundaries.

According to the traveling wave continuity condition, the four wave components in the string with length \( L \) have the following relationship:

\[
\begin{align*}
\hat{u}_l^1 &= \hat{u}_r^2 \cdot e^{-ikL}, \\
\hat{u}_r^1 &= \hat{u}_l^2 \cdot e^{ikL},
\end{align*}
\]

where the delay time \( e^{-ikL} \) between the wave components is related to the distance \( L \) between the two points and the wave number \( k \) toward the same direction.

The main idea of the WBC method is that the actuator reduces the system energy by reducing a certain reflected traveling wave to zero. Therefore, it can be written as

\[
\hat{u}_r^1 = 0.
\]

Substituting Eqs. (4) and (5) into Eq. (3), one can obtain the expression of the control law as follows:

\[
\hat{U}_c = e^{-ikL} \cdot \hat{U}_s.
\]

Therefore, the standing waves will not form in the whole string and the vibration of the structure is therefore suppressed. The derivation process above is based on displacement control. When the actuator applies a force control, which is expressed as \( \hat{F}_c \), one can obtain the solution by the same derivation process.

\[
\hat{F}_c = -ikT \cdot e^{-ikL} \cdot \hat{U}_s.
\]

2.2 Orthogonal cross-string structures

Figure 2a shows an orthogonal cross-string structure which is constituted by four single strings and knotted vertically at point O. An excitation is applied at point A and a controller is set at point C, while the boundary points B and D are fixed. In the WBC method, displacement continuity condition and force coordination are required. Namely, the displacements of different strings at a certain intersection must be identical and the transverse force of the junction caused by the pretension of the connected strings should be balanced.
Fig. 2 Orthogonal cross-string structure and the corresponding frequency-domain responses. a The length of each string is \( L \). \( U_1 \) is the excitation along out-of-plane. \( u_{A1}, u_{A2}, u_{B1}, u_{B2}, u_{C1}, u_{C2}, u_{D1}, \) and \( u_{D2} \) are the traveling wave components of the corresponding boundaries, respectively. An excitation is applied at the boundary point A, and one controller is set at point C. \( V_1, V_2, V_3, \) and \( V_4 \) mean the frequency-domain responses corresponding to string AO, BO, CO, DO whose distance from the point O is \( 3L/5 \). b Frequency responses of the orthogonal cross-string structure with one controller.

To get the control law of the orthogonal cross-string structure, the model in Fig. 2a is considered. The boundary conditions are

\[
\begin{align*}
    u_{A1} + u_{A2} &= U_1, \\
    u_{B1} + u_{B2} &= 0, \\
    u_{C1} + u_{C2} &= U_C, \\
    u_{D1} + u_{D2} &= 0,
\end{align*}
\]

(8)

where \( u_{A1}, u_{A2}, u_{B1}, u_{B2}, u_{C1}, u_{C2}, u_{D1}, \) and \( u_{D2} \) are the traveling wave components of the corresponding boundaries, respectively.

The displacement continuity conditions at junction O are as follows:

\[
\begin{align*}
    u_{A1} \cdot G^{-1} + u_{A2} \cdot G &= u_{B1} \cdot G^{-1} + u_{B2} \cdot G, \\
    u_{B1} \cdot G^{-1} + u_{B2} \cdot G &= u_{C1} \cdot G^{-1} + u_{C2} \cdot G, \\
    u_{C1} \cdot G^{-1} + u_{C2} \cdot G &= u_{D1} \cdot G^{-1} + u_{D2} \cdot G,
\end{align*}
\]

(9)

where \( G = e^{ikL} \).

The force equilibrium equation at junction O is

\[
(u_{A1} + u_{B1} + u_{C1} + u_{D1}) \cdot G^{-1} \cdot i k T + (u_{A2} + u_{B2} + u_{C2} + u_{D1}) \cdot G \cdot (-i k T) = 0.
\]

(10)

By solving Eqs. (8), (9), and (10) together, the traveling waves on each string can be obtained as

\[
\begin{align*}
    u_{A1} &= \frac{G^2(2G^2 u_1 + U_1 - U_C)}{2(G^4 - 1)}, \\
    u_{A2} &= \frac{(U_C - U_1) G^2 - 2 U_1}{2(G^4 - 1)}, \\
    u_{B1} &= u_{D1} = \frac{G^2(2U_1 + U_C)}{2(G^4 - 1)}, \\
    u_{B2} &= u_{D2} = \frac{G^2(U_1 + U_C)}{2(G^4 - 1)}, \\
    u_{C1} &= \frac{G^2(2G^2 U_1 - U_1 + U_C)}{2(G^4 - 1)}, \\
    u_{C2} &= \frac{(U_1 - U_C) G^2 - 2 U_C}{2(G^4 - 1)}.
\end{align*}
\]

(11)
The displacement of an arbitrary point on a string in its local coordinate system can be expressed as

\[
\frac{G^2(2G^2U - U_1 + U_C)}{2(G^4 - 1)} = 0.
\]

(12)

Thus, one can get the control law

\[
U_C(x, \omega) = \frac{U_1}{2G^2 + 1}.
\]

(13)

Substituting Eq. (13) into Eq. (8), and resolving Eqs. (8)–(10) (or simply substituting Eq. (13) in Eq. (11)), one can obtain the traveling waves in the structure

\[
\begin{cases}
  u_{A1} = \frac{2G^4U_1}{(G^2-1)(2G^2+1)}, & u_{A2} = -\frac{(G^2+1)U_1}{(G^2-1)(2G^2+1)}, \\
  u_{B1} = u_{D1} = -\frac{G^2U_1}{(G^2-1)(2G^2+1)}, \\
  u_{B2} = u_{D2} = -\frac{U_1}{(G^2-1)(2G^2+1)}, \\
  u_{C1} = 0, & u_{C2} = \frac{U_1}{2G^2+1}.
\end{cases}
\]

(14)

The displacement of an arbitrary point on a string in its local coordinate system can be expressed as

\[
V_m(x, \omega) = u_{j1} \cdot e^{-ikx} + u_{j2} \cdot e^{ikx}, \quad (j = A, B, C, D) \quad (m = 1, 2, 3, 4).
\]

(15)

Then, we get

\[
V_1(x, \omega) = \frac{e^{-ikx}(2G^4 - e^{2ikx}(G^2 + 1))G^{-2}U_1}{3G^2} \left( \frac{1}{G^2 - 1} - \frac{1}{2G^2 + 1} \right),
\]

(16)

\[
V_2(x, \omega) = V_4(x, \omega) = \frac{(e^{ikx} - e^{-ikx})U_1}{3} \left( \frac{1}{G^2 - 1} - \frac{1}{2G^2 + 1} \right),
\]

(17)

\[
V_3(x, \omega) = \frac{e^{ikx}U_1}{2G^2 + 1}.
\]

(18)

Figure 2b shows the frequency responses corresponding to the orthogonal cross-string structure (Fig. 2a). The peak value in the diagram represents the vibration of the string. The responses of \(V_1\), \(V_2\), and \(V_4\) are about five orders of magnitude larger than that of \(V_3\) (the peak value in \(V_1\) is 3914 and the value in \(V_3\) is 0.0099 whose ratio is about \(4 \times 10^5\)). Namely, the string OC is controlled but vibration still exists in string OA, OB, and OD.

The series expansion methods can be used to investigate the vibrations [41]. In this paper, in order to explore the principle of stability, the inverse Fourier transform (IFT) is applied to transform the frequency-domain response \(V_3\) into the time domain by using Taylor’s formula

\[
\frac{1}{2G^2 + 1} = -\frac{G^{-2}}{2} \cdot \frac{1}{1 - \left( -\frac{1}{2} G^{-2} \right)} = -\frac{G^{-2}}{2} \sum_{n=0}^{\infty} \left( -\frac{1}{2} \right)^n G^{-2n}.
\]

(19)

Then, the inverse Fourier transform of Eq. (18), that is the response in the time domain, can be expressed as

\[
V_3(x, t) = \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} U_1 \left( t - 2(n + 1) \frac{1}{c} + \frac{x}{c} \right),
\]

(20)

where the \(U_1\) is an external excitation and the \((t - 2(n + 1) \frac{1}{c} + \frac{x}{c})\) is the variation of \(U_1\).

Because one controller is set at point C, traveling waves have attenuated amplitudes \((1/2)^n\). Because the series Eqs. (19) and (20) are convergent, the response \(V_3\) eventually tends to be convergent which indicates that the string OC will be stable when a controller is applied at point C. The time-domain response (20) also tends to be convergent as the time \(t\) and series \(n\) tend to be infinity. Therefore, Eq. (19) can be regarded as an attenuation term. However, in Eqs. (16) and (17), the term \(1/(G^2 - 1)\) cannot be expressed as the terms of Taylor expansion. Since \(G = \pm 1\) are the poles, the term \(1/(G^2 - 1)\) can be regarded as a residual term. The
residual term will not tend to be convergent when the time $t$ is infinity, resulting in the residual vibration in the string. The whole structure in Fig. 2a shows instability when the controller is only set at boundary point C.

We further increase the number of controllers. As Fig. 3 depicts, a new controller is set at point D instead of the fixed boundary in Fig. 2a. According to the displacement continuity condition and force coordination with the same derivation, the wave boundary control laws and the frequency response expressions can be obtained (see (A.1)–(A.3) in the Appendix). Figure 3b shows the frequency responses corresponding to the orthogonal cross-string structure with two controllers at the boundaries. The vibrations still exist in strings OA and OB, while both strings OC and OD will be stable finally. The frequency response expressions (see (A.3) in the Appendix) are consistent with the previous conclusion that the string will produce the residual vibration when the item $1/(1 \pm G^m)$ exists. The item $1/(2G^2)$ in $V_3$ and $V_4$ (see (A.3) and (A.4) in the Appendix) is the time delay. The waves in strings OC and OD are gradually eliminated by the controllers.

In Fig. 4a, three controllers are set at boundaries. Applying the above derivation process, the frequency responses for Fig. 4a are given below:

$$\begin{align*}
V_1(x, \omega) &= \frac{(e^{ikx} - 2e^{-ikx}G^0)}{1 - 2G^2} U_1, \\
V_2(x, \omega) &= -\frac{e^{ikx} U_1}{1 - 2G^2}, \\
V_3(x, \omega) &= -\frac{e^{ikx} U_1}{1 - 2G^2}, \\
V_4(x, \omega) &= -\frac{e^{ikx} U_1}{1 - 2G^2}.
\end{align*}$$

(21)

When four controllers are set at all boundary points and there is a small out-of-plane force excitation $f_1$ at the midpoint of the string AO, as shown in Fig. 4b, all of the reflected waves on the boundary are zero:

$$u_{A1} = 0, \quad u_{B1} = 0, \quad u_{C1} = 0, \quad u_{D1} = 0.$$

(22)

The control laws can be obtained as

$$\begin{align*}
U_A &= \frac{i \cdot f_1 (2G - 1)}{4G^{3/2} \cdot k \cdot T}, \\
U_B = U_C = U_D &= \frac{i \cdot f_1}{4G^{3/2} \cdot k \cdot T}.
\end{align*}$$

(23)

The displacement response of any point on a string can be expressed as

$$\begin{align*}
V_1(x, \omega) &= -\frac{ijkl e^{ikx} (G^{-\frac{3}{2}} - 2G^{-\frac{3}{2}})}{4kT}, \\
V_2(x, \omega) = V_3(x, \omega) = V_4(x, \omega) &= \frac{i \cdot f_1 e^{ikx} G^{-\frac{3}{2}}}{4kT}.
\end{align*}$$

(24)
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Fig. 4 Orthogonal cross-string structures with a different number of controllers. a The displacement excitation $U_1$ is at the boundary point A, and the controllers are set at the other three boundary points. b The excitation force $f_1$ is at the middle of string AO, and the controllers are set at all the boundary points

Fig. 5 Responses of the orthogonal cross-string structures. a, b The frequency-domain and time-domain responses of the structure with three controllers. c, d Frequency-domain and time-domain responses of the structure with four controllers at boundary points

According to the previous analysis, the term $1/(1 - 2G^2)$ in Eq. (21) can be expressed as Taylor series expansion and the $G^{-\frac{1}{2}}$ and $G^{-\frac{3}{2}}$ in Eq. (24) represent time delay. Therefore, there will be no residual vibration in the structures in Figs. 4a, b. However, in Fig. 5a, we can see that the time-domain frequency response of $V_1$ is larger than that of $V_2$, $V_3$, and $V_4$ because of the excitation boundary point A. Compared to this, when WBC controllers are set at all boundaries, the dynamic responses for all the strings can quickly reduce to zero without any residual vibration. In addition, by using the inverse Fourier transform, when its frequency response can be expressed in the form of $1/(1 \pm \delta G^n)$, ($\delta \neq 1$), the structural vibrations will be gradually suppressed and reach stability eventually due to the convergent series. On the contrary, there will exist residual vibration in a string when the term $1/(1 \pm G^n)$ exists in its frequency response expression. The inverse Fourier transform method can be used not only to confirm the stability of the controlled structure but also to clearly demonstrate the physical mechanism of WBC method. By using our proposed WBC method, the poles of the net structure in the frequency domain are eliminated. Structural vibration (standing wave) is tailored into traveling waves with attenuated amplitude $(1/\delta)^n$. 
Fig. 6 Excitation acted at different locations. 

(a) The frequency response of the $3 \times 3$ net structure when an out-of-plane excitation is applied at the middle of the string AM. 
(b) The frequency response of the $3 \times 3$ net structure when an out-of-plane plane excitation is applied at the middle of the string CN.

2.3 Orthogonal net structures with an excitation in boundary strings

The following investigation focuses on the stability of the net structures with controllers set at all the boundary points. For undamped net structures, the stability of the system means that the vibration of the structure can be controlled, that is, the structure can recover the stable state after a disturbance is removed. If the system is unstable, there will be residual vibration in the structure. For complex net structures, the response in the time domain cannot be obtained directly by inverse Fourier transform. Here, we can analyze the stability of the transfer functions under boundary excitations. The transfer functions of the system are the relation functions between the response and excitation of the system in the $s$ domain. In classical control theory, the stability of the system can be judged by calculating the poles of the transfer functions. If the poles of the system transfer function have negative real parts, it can be determined that the system is stable.

The process of dynamic analysis for the net structure is the same as the orthogonal cross-string structure above. In this part, $3 \times 3$ net structure as shown in Fig. 6a is taken as an example to illustrate the stability analysis of complex net structures. For the structure mentioned in Fig. 2a, stability can also be studied through pole analysis.

We choose the string PQ in the $3 \times 3$ net structure to show its transfer function explicitly, while the others are in similar forms. The response of string PQ in the frequency domain can be obtained:

$$U_{PQx}(x, \omega) = -\frac{if_1 \left(4e^{-ikx}G^{\frac{1}{2}} + e^{-ikx}G^{-\frac{3}{2}} - e^{-ikx}G^{-\frac{7}{2}}\right)}{16(2G^2 + 1)Tk},$$

(25)

where $f_1$ means a small external excitation at the middle of string AM and $T$ is the initial tension. $x$ is the distance to the point P along the string.

The pole of the transfer function is only related to denominator of the transfer function, and the denominator of the transfer function in the $s$ domain can be expressed as
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Fig. 7 Out-of-plane displacement responses simulated by the Lax–Friedrichs scheme of the whole structure at different time. a No control. b Boundary control. c Comparison of the total energy of the net structure. The parameters in each string are the same. The amplitude of the excitation in (d)–(f) is 1, 5, and 10, respectively

\[ P(s) = 16 \left( 2e^{2\frac{c}{2L}} + 1 \right) T_s, \]  

(26)

where \( c \) and \( L \) are wave velocity and the length of per string, respectively.

All poles of the system can be obtained by solving \( P(s) = 0 \):

\[ 0, \frac{c}{2L}\left[ (-0.693 + \pi \cdot i) + K \cdot 2\pi \cdot i \right], \quad (K = 0, 1, 2, 3, \ldots). \]  

(27)

From the above solutions, we can see that transfer functions have only a zero-pole and infinitely complex poles with a negative real part, which represents the rigid mode and the flexible modes with damping, respectively. The poles analysis indicates that the system will be finally stable when no rigid mode is excited. Thus, the wave boundary control has a good effect on the vibration control of the net structure when the disturbance comes from the boundary strings.

For example, the net structure is assumed to be made of nylon strings whose material properties are as follows: The Young’s modulus \( E = 2.83 \) GPa and the length density \( \rho = 3.61 \) kg/m³. In Fig. 6, \( L = 0.245 \) m and the initial tension \( T \) of the string is set to 1.75 N. A small external excitation \( f_1 = 0.01 \) N is located at the midpoint of the string AM and the string CN as shown in Fig. 6, respectively. The responses of this net structure with control and without control are compared in Fig. 6. The frequency range varies from 0 to 100 Hz. A conclusion can be drawn that the net structure can resist the formation of vibration induced by the excitation from the external boundary when the wave boundary control strategy is adopted.

A numerical analysis of the net structures is also investigated by the Lax–Friedrichs scheme (LFS) [20,42] in MATLAB. The LFS was first proposed [42] to investigate the numerical solution of hyperbolic partial differential equations, which is an FTCS (forward in time, centered in space) method. It is explicit and first-order accurate in time and first-order accurate in space, provided that the initial values and boundary values are sufficiently smooth functions. A small external force excitation is located at the midpoint in string AM whose values are \( f_1(t) = 0.01 \sin(10\pi t)(0 < t \leq 0.2 \) s and \( f_1(t) = 0(t > 0.2 \) s). The amplitude of force is 0.01 N. All the strings have no initial displacement and velocity. The black and red circles represent the controllers and the force excitation, respectively.

Figures 7a, b show the dynamic responses of the whole net structure without and with control at time \( t = 0.1 \) s, \( 0.5 \) s, \( 1.5 \) s, \( 2 \) s, and \( 5 \) s. Figures 7c–f present the total energy of the net structure for different amplitudes of excitation, name 0.01, 1, 5, and 10, respectively. The excitation acted at string AM produces traveling waves in two directions. One direction of the wave travels to the boundary point A, and the other direction of the wave propagates into the structure. Because of the boundary controllers, the traveling wave reaching the boundary will be eliminated without reflecting. As transmission and reflection through the interior
of the structure, all traveling waves will be eliminated ultimately. The total energy of the $3 \times 3$ net structure under no control and wave boundary control is calculated by the trapezoidal rule [34] (see Appendix B). As Fig. 7c depicts, in the beginning, the total energy increases due to the work done by the force excitation. When the boundary controllers work, the total energy of the whole structure decreases to zero. The boundary controllers resist the formation of vibration induced by excitation from the external boundary. Compared to this, in the uncontrolled case, the total energy will maintain a stable value, where standing waves are formed in the net structure. Figures 7d–f indicate that the effectiveness of the controller was demonstrated for an arbitrary initial excitation of the net structure. The time to achieve the stability of the structure changes little with increasing amplitude of excitation. The results show that the vibration suppression is more effective for large initial energies.

3 Different control laws for net structures

3.1 Control laws corresponding to different observations

In this subsection, the control laws corresponding to different observations are derived and the relationship between common observations and control quantities is summarized. A $5 \times 5$ net structure is shown in Fig. 8a, where a controller and a sensor are set on the two ends of every boundary string. As Fig. 8 shows, the cylinders represent the controllers and the rhombuses express the observations. The observations can be measured by non-contact laser sensors. The selection of the sensor is related to the measured position and vibration frequency. It is generally believed that in low-frequency range, the vibration intensity is proportional to the displacement. In intermediate-frequency range, the vibration intensity is proportional to the velocity, while it is proportional to the acceleration in high-frequency range. Thus, in this paper, the displacement observation is mainly adopted because the displacement response of the net structure is quite small. Due to the boundary control, the waves propagate to the structural boundary and will eventually be eliminated by the controller. For the controlled case, the derivation of the control law is similar to a single string as shown in Fig. 8b.

In Fig. 8b, we select the force as the control quantity and the observation is displacement, force, velocity, and acceleration, respectively. As we know, the force control $F_c$ at the left point $a$ needs to satisfy the force balance condition:

$$-i \cdot k \cdot T \cdot u_1^l + i \cdot k \cdot T \cdot u_1^l + F_c = 0.$$  \hspace{1cm} (28)
On the right point A, the sensor measures the superposition of two directional traveling waves, which can be expressed as

\[ U_s = u_1^2 + u_1^3. \] (29)

According to the traveling wave continuous condition and the reflected wave \( u_1^4 = 0 \),

\[
\begin{align*}
  u_1^1 &= u_1^2 \cdot e^{-ikL}, \\
  u_1^4 &= u_1^2 \cdot e^{ikL}, \\
  u_1^2 &= 0.
\end{align*}
\] (30)

Substituting Eq. (30) into Eqs. (28) and (29), we can obtain the expression of the control law:

\[ F_c = -i \cdot k \cdot T \cdot U_s \cdot e^{-ikL}, \] (31)

which is the same as Eq. (7). Thus, control laws corresponding to different observations can be obtained by the same derivation process. Substituting Eq. (31) into Eq. (28) and resolving Eqs. (28)–(30), one can obtain the traveling waves in the structure. The displacement of an arbitrary point \( V(x) \) on the string in its local coordinate system can be expressed as

\[ V(x, \omega) = u_1^2 \cdot e^{-ikx} + u_1^3 \cdot e^{ikx} = e^{-ikx} U_s, \] (32)

where \( x \) means distance to the sensor. When \( x = L \), namely at the position of the controller, \( V(L, \omega) = e^{-ikL} U_s \). The waves propagate to the controller stably without reflecting waves. Similarly, we adopt the control law \( U_c = e^{-ikL} U_s \), derived in Eq. (6), and the displacement of an arbitrary point \( V(x) \) on the string can be also expressed as \( V(x, \omega) = e^{-ikx} U_s \) which is the same as Eq. (32). The results indicate that the expressions of the displacement are the same though the observations are different.

When the controls and the observations are force \( F_c \) and \( F_s \), respectively, we can get the equations about the traveling wave component, control, and the observation as follows:

\[
\begin{align*}
  -i \cdot k \cdot T \cdot u_1^1 + i \cdot k \cdot T \cdot u_1^4 + F_c &= 0, \\
  i \cdot k \cdot T \cdot u_1^1 \cdot e^{-ikL} - i \cdot k \cdot T \cdot u_1^4 \cdot e^{ikL} &= F_s.
\end{align*}
\] (33)

Then, the control law is obtained:

\[ F_c = F_s \cdot e^{-ikL}. \] (34)

If the observation is the velocity \( V_s \), the equations become the following formula:

\[
\begin{align*}
  -i \cdot k \cdot T \cdot u_1^1 + i \cdot k \cdot T \cdot u_1^4 + F_c &= 0, \\
  u_1^1 \cdot e^{-ikL} + u_1^4 \cdot e^{ikL} &= U_s.
\end{align*}
\] (35)

Then, the control law becomes as follows:

\[ F_c = \frac{k}{\omega} \cdot T \cdot V_s \cdot e^{-ikL}. \] (36)

In the same way, the acceleration can also be chosen as the observation, and the equations become as follows:

\[
\begin{align*}
  -i \cdot k \cdot T \cdot u_1^1 + i \cdot k \cdot T \cdot u_1^4 + F_c &= 0, \\
  -\omega^2 \cdot u_1^1 \cdot e^{-ikL} - \omega^2 \cdot u_1^4 \cdot e^{ikL} &= a_s.
\end{align*}
\] (37)

So the control law can be expressed as

\[ F_c = -\frac{i \cdot k \cdot T}{\omega^2} \cdot a_s \cdot e^{-ikL}. \] (38)

The control laws corresponding to different observations are summarized in Table 1. The derivation process is exactly the same as Sect. 3.1. Through the calculation results in this section, we can know that no matter what control law is adopted, the expression of displacement of an arbitrary point on the string is same when the observations are the same (see Table 2 in Appendix C).
Table 1 Control laws of different observations and controls

<table>
<thead>
<tr>
<th>Observations/controls</th>
<th>Displacement</th>
<th>Force</th>
<th>Velocity</th>
<th>Acceleration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement</td>
<td>$U_C = e^{-ikl} U_S$</td>
<td>$F_C = -i k T e^{-ikl} U_S$</td>
<td>$V_C = -i \omega e^{-ikl} U_S$</td>
<td>$A_C = \omega^2 e^{-ikl} U_S$</td>
</tr>
<tr>
<td>Force</td>
<td>$U_C = \frac{1}{i T} e^{-ikl} F_S$</td>
<td>$F_C = e^{-ikl} F_S$</td>
<td>$V_C = -i \omega T e^{-ikl} F_S$</td>
<td>$A_C = -i \omega T e^{-ikl} F_S$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$U_C = -\frac{1}{i \omega} e^{-ikl} V_S$</td>
<td>$F_C = -\frac{1}{i \omega T} e^{-ikl} V_S$</td>
<td>$V_C = -e^{-ikl} V_S$</td>
<td>$A_C = -i \omega e^{-ikl} V_S$</td>
</tr>
<tr>
<td>Acceleration</td>
<td>$U_C = -\frac{1}{i \omega^2} e^{-ikl} A_S$</td>
<td>$F_C = -\frac{1}{i \omega T} e^{-ikl} A_S$</td>
<td>$V_C = -\frac{1}{i \omega} e^{-ikl} A_S$</td>
<td>$A_C = -e^{-ikl} A_S$</td>
</tr>
</tbody>
</table>

3.2 Control laws corresponding to the distribution of sensors

For wave boundary control, as long as controllers are applied on every boundary string, the control law can be obtained even if the structure is very complex. According to the different positions of sensors, different boundary control laws can be obtained. For example, for the $5 \times 5$ net structure, different distributions of sensors model can be designed where the total number of sensors remains equal to the quantity of the boundaries. When force or acceleration sensors are adapted, the control laws can be obtained easily by the similar derivation process as Sect. 2. It is noted that, as long as displacement sensors are adapted, the whole net structure can be considered as several substructures according to the displacement continuity conditions at junctions. The control laws need to be derived on the substructures. For example, in Fig. 9a, when we adopt the displacement observation, the structure can be divided into two types of substructures as shown in Figs. 9b, c. Figure 9b is the model of a single string as the same as Fig. 8b. Thus, its control law is the same as Eq. (6) (or check in Table 1). The control law for the configuration in Fig. 9c can also be derived as follows (the displacement at the joint point $U, Q, R, X$ in Fig. 9c can be measured by the sensors):

$$\begin{align*}
    u_1^U + u_2^U &= U_s, \\
    u_1^Q + u_2^Q &= Q_s, \\
    u_1^R + u_2^R &= R_s, \\
    u_1^X + u_2^X &= X_s, \\
    u_1^U + u_2^U &= U_{co}, \\
    u_1^R + u_2^R &= U_{cn},
\end{align*}$$

(39)

where $U_s, Q_s, R_s,$ and $X_s$ represent the displacement values measured by sensors. $U_{co}$ and $U_{cn}$ represent the boundary control laws for the substructure in Fig. 9c.

![Figure 9](image-url) A $5 \times 5$ net structure. a The distribution of sensors; b, c two types of substructures
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According to displacement continuity conditions and force equilibrium equations at junction V and W, traveling wave components can be obtained. Besides, the wave boundary control theory requires the boundary reflected waves \( u_n^+ = 0 \) and \( u_n^- = 0 \). Then, the control laws can be obtained as follows:

\[
\begin{align*}
U_{ca} & = A_3 G^{-1}, \\
U_{cd} & = \frac{B_s + D_s + H_s}{1 + 2G^2}, \\
U_{ct} & = \frac{(1 + 3G^2 + 4G^4)(A_s + G_s) + G(1 + 2G^2)L_s + G^2(Q_s + U_s)}{1 + 4G^2 + 8G^4 + 8G^6}, \\
U_{cs} & = \frac{(1 + 2G^2)L_s + G(A_s + G_s + Q_s + U_s)}{1 + 4G^2 + 8G^4 + 8G^6}, \\
U_{cr} & = \frac{(1 + 3G^2 + 4G^4)(Q_s + U_s) + G(1 + 2G^2)L_s + G^2(A_s + G_s)}{1 + 4G^2 + 8G^4 + 8G^6}, \\
U_{co} & = \frac{1}{\alpha} \left[ \beta U_s + \gamma Q_s + (4G^2 + 8G^4 + 4G^6)M_s + G^4(I_s + O_s) + (4G^3 + 4G^5)T_s + \eta X_s \right], \\
U_{cn} & = \frac{1}{\alpha} \left[ \eta U_s + \lambda Q_s + \psi M_s + (G^3 + 2G^5)(I_s + O_s) + (4G^2 + 12G^4 + 8G^6)T_s + \gamma X_s \right],
\end{align*}
\]

By distributing sensors in this case, the net structure in Fig. 9a will be stable when the boundary control laws Eqs. (40) are adopted.

The sensor position can also be designed as shown in Fig. 10a. When we adopt the displacement observation, the net structures can be divided into four types of substructures as shown in Figs. 10b–e. The controllers are set at the boundary points, and the derivation process of control laws is the same as Eqs. (39) to (40).

The boundary control laws for the net structures in Fig. 10a are

- \( U_{ca} = A_3 G^{-1} \)
- \( U_{cd} = \frac{B_s + D_s + H_s}{1 + 2G^2} \)
- \( U_{ct} = \frac{(1 + 3G^2 + 4G^4)(A_s + G_s) + G(1 + 2G^2)L_s + G^2(Q_s + U_s)}{1 + 4G^2 + 8G^4 + 8G^6} \)
- \( U_{cs} = \frac{(1 + 2G^2)L_s + G(A_s + G_s + Q_s + U_s)}{1 + 4G^2 + 8G^4 + 8G^6} \)
- \( U_{cr} = \frac{(1 + 3G^2 + 4G^4)(Q_s + U_s) + G(1 + 2G^2)L_s + G^2(A_s + G_s)}{1 + 4G^2 + 8G^4 + 8G^6} \)
- \( U_{co} = \frac{1}{\alpha} \left[ \beta U_s + \gamma Q_s + (4G^2 + 8G^4 + 4G^6)M_s + G^4(I_s + O_s) + (4G^3 + 4G^5)T_s + \eta X_s \right] \)
- \( U_{cn} = \frac{1}{\alpha} \left[ \eta U_s + \lambda Q_s + \psi M_s + (G^3 + 2G^5)(I_s + O_s) + (4G^2 + 12G^4 + 8G^6)T_s + \gamma X_s \right] \)

where the \( U_s, Q_s, M_s, I_s, O_s, T_s, \) and \( X_s \) represent the displacement values measured by sensors and the expressions \( \alpha, \beta, \gamma, \eta, \lambda, \psi \) are in Appendix A.9.

By comparing the two examples, we can see that the sensors’ position has an important influence on the control laws for the net structure. The sensors can be arranged in reasonable positions depending on the usage demand, and the control laws are also required to be amended according to our method.

![Fig. 10 A 5 × 5 net structure: a the distribution of sensors; b–e the four types of substructures](image-url)
4 Application for reducing the number of boundaries and controllers

In the previous sections, the effectiveness of wave boundary control for external excitation on the boundary is verified theoretically and numerically. As we know, in traditional modal control, the number of needed controllers is related to the considered modes. The larger the structure is, the more the controllers are needed. Especially for large flexible net structures, the models are such dense and numerous that the required number of controllers is huge. The wave boundary control method we proposed requires the number of controllers only equal to the number of boundaries. Here, we put forward an innovative way to reduce the number of controllers by weaving design boundaries. In this subsection, the shape finding algorithm method based on force density method (FDM) [43] is applied to design a new configuration of the net structure depicted in Fig. 11. In the shape finding analysis by the FDM, the boundary points A, B, C, D are the fixed nodes that the position coordinates are (0,2), (2,2), (2,0), (0,0). The other nodes are the free nodes, represented by \((x_f, y_f)\) and \((x, y)\), respectively. The force density vector \(q = [q_1 \ q_2 \ q_3 \ q_4 \ q_5 \ldots q_m]^T\) means the total number of the strings in the whole structure. Here, the force density of the four boundary strings is equal to 5, and that of the other strings in the structure is equal to 1. Next, the topological matrix \(C_s\) is defined by

\[
C_s = \begin{cases} 
+1 & \text{if } q = \min(i, j), \\
-1 & \text{if } q = \max(i, j), \\
0 & \text{for other cases},
\end{cases}
\]

where all of the strings and nodes in the net are in an arbitrary order, supposing the string matches node \(i\) and node \(j\). Then, the position coordinates \(x, y\) of free nodes in the net structure can be solved by applying the FDM [44,45]. The material properties of the net structure are listed in Sect. 2.3. A small external force excitation is located at the red circle which is the 1/5 length of the string aA whose value is \(f_1(t) = 0.01 \sin(10\pi t) (0 < t \leq 0.2 \text{ s})\) and \(f_1(t) = 0 (t > 0.2 \text{ s})\). All the strings have no initial displacement and velocity. Numerical analysis of the net structure with reduced boundary is investigated by the Lax–Friedrichs scheme (LFS) [20,42] in MATLAB.

Only four boundary controllers are used for the net structure in the full frequency range, and the boundary control law is still \(U_C = e^{-ikl} U_S\). In Fig. 12, dynamic responses represent the out-of-plane displacement at time \(t = 0.1 \text{ s}, 1.5 \text{ s}, 15 \text{ s}, \) and \(180 \text{ s}\). When \(t = 0.1 \text{ s},\) the external excitation (red circle) produces traveling waves that travel in two directions. At \(t = 1.5 \text{ s},\) the wave propagates into the structure (Fig. 12). As the time increases to 15 s, for the uncontrolled case (Fig. 12a), the waves almost spread all over the structure and reflected waves are formed on the boundary. At \(t = 180 \text{ s},\) the vibration on the structure has been generated. By contrast, we can see that the waves propagate to boundaries and are finally eliminated by the boundary controllers. Therefore, there are no reflected waves when the controllers are applied at the boundary strings (Fig. 12b). Namely, the boundary controllers resist the formation of vibration induced by excitation from the external boundary. Figure 13a shows the control inputs with increasing time \(t\). Figure 13b shows the total energy of the net structure for the two cases. In the uncontrolled case, the total energy finally maintains a
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Fig. 12 A comparison of the out-of-plane displacement simulated by the LFS of the whole structure at the different time that the parameters in each string are different. a No control; b wave boundary control strategy

Fig. 13 a Control inputs of the $U_a$, $U_b$, $U_c$, and $U_d$. b Comparison of the total energy of the net structure

stable value. In contrast to the uncontrolled case, the total energy of the whole structure decreases to zero because the controllers eliminate the waves propagating to the boundaries, indicating that there is no residual item. Compared with the modal control method, the wave boundary control is available in the full frequency domain. Modal truncation is not required, and modal spillover can also be avoided. Therefore, our proposed method can greatly reduce the number of controllers and it is an effective way to achieve structural stability in engineering.

5 Conclusions

In this paper, a wave boundary control (WBC) strategy is proposed for vibration control on large net structures. The stability of the controlled structure is confirmed by using inverse Fourier transform, transfer function analysis, and numerical simulation. When WBC controllers are set at all boundaries and excitation comes from the boundary, dynamic responses for all the strings can reduce to zero without any residual vibration. The physical mechanism is that the poles of the net structure in the frequency domain are eliminated by using our proposed WBC method, and further structural vibration (standing wave) is tailored into traveling waves. In addition, the different sensors can be arranged in reasonable positions depending on the usage demand, and the corresponding control laws can also be derived based on our method. As an application on large net structures, we propose to reduce the number of controllers by weaving design boundaries which can provide a new avenue for vibration control on large net structures. In the future, the nonlinear vibration control strategy
for large net structures based on wave theory will be considered. Meanwhile, the control strategy based on wave theory and the efficiency comparison with other vibration control strategies are also worth studying.
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**Appendix A**

Wave boundary control laws for the model in Fig. 3a:

\[
U_C = \frac{U_1}{2G^2}, \quad U_D = \frac{U_1}{2G^2}.
\]  

(A.1)

The traveling waves at the boundary points can be expressed as

\[
\begin{align*}
&u_{A1} = \frac{U_1(1-2G^2)}{2-2G^2}, \quad u_{A2} = \frac{U_1}{2-2G^2}, \\
&u_{B1} = \frac{U_1}{2-2G^2}, \quad u_{B1} = -\frac{U_1}{2-2G^2}, \\
&u_{c1} = 0, \quad u_{C2} = \frac{U_1}{2G^2}, \\
&u_{D1} = 0, \quad u_{D2} = \frac{U_1}{2G^2}.
\end{align*}
\]  

(A.2)

Thus, the frequency responses for Fig. 3a can be obtained as

\[
\begin{align*}
V_1(x, \omega) &= \frac{e^{-ikx(1-2G^2)})U_1}{2(1-G^2)}, \\
V_2(x, \omega) &= \frac{e^{-ikx(1-2G^2)})U_1}{2(1-G^2)}, \\
V_3(x, \omega) &= \frac{e^{ikxU_1}}{2G^2}, \\
V_4(x, \omega) &= \frac{e^{ikxU_1}}{2G^2}, \\
V_5(x, t) &= V_4(x, t) = \frac{1}{2}U_1 \left( t - \frac{1}{2} + \frac{x}{c} \right).
\end{align*}
\]  

(A.3)

Similarly, for the three controllers model in Fig. 4a, the control laws are

\[
U_B = \frac{U_1}{2G^2 - 1}, \quad U_C = \frac{U_1}{2G^2 - 1}, \quad U_D = \frac{U_1}{2G^2 - 1}.
\]  

(A.5)

The traveling waves at boundary points for Fig. 4a can be expressed as

\[
\begin{align*}
&u_{A1} = \frac{-2G^2U_1}{1-2G^2}, \quad u_{A2} = \frac{U_1}{1-2G^2}, \\
&u_{B1} = 0, \quad u_{B1} = -\frac{U_1}{1-2G^2}, \\
&u_{c1} = 0, \quad u_{C2} = -\frac{U_1}{1-2G^2}, \\
&u_{D1} = 0, \quad u_{D2} = -\frac{U_1}{1-2G^2}.
\end{align*}
\]  

(A.6)

The time responses for the three controllers model in Fig. 4a are as follows:

\[
\begin{align*}
V_1(x, t) &= -\sum_{n=0}^{\infty} \frac{1}{2^{n+1}} U_1 \left( t - \frac{2(n+1)}{c} + \frac{x}{c} \right) + \sum_{n=0}^{\infty} \frac{1}{2^n} U_1 \left( t - \frac{2n}{c} - \frac{x}{c} \right), \\
V_2(x, t) &= V_3(x, t) = V_4(x, t) = \sum_{n=0}^{\infty} \frac{1}{2^n} U_1 \left( t - \frac{2(n+1)}{c} + \frac{x}{c} \right).
\end{align*}
\]  

(A.7)
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The time responses for the four controllers model in Fig. 4b are as follows:

\[
\begin{align*}
V_1(x, t) &= -\frac{i}{4\pi T} \left[ f_1 \left( t - \frac{3T}{2} + \frac{x}{c} \right) - 2 f_1 \left( t - \frac{T}{2} + \frac{x}{c} \right) \right], \\
V_2(x, t) &= V_3(x, t) = V_4(x, t) = \frac{i}{4\pi T} f_1 \left( t - \frac{3T}{2} + \frac{x}{c} \right).
\end{align*}
\]

(A.8)

The expression of the displacement of an arbitrary point on the string (see Fig. 1 or Fig. 8b) corresponding to different observations is shown in Table 2.

Table 2 Displacement of an arbitrary point on the string corresponding to different observations

<table>
<thead>
<tr>
<th>Controls/observations</th>
<th>Displacement</th>
<th>Force</th>
<th>Velocity</th>
<th>Acceleration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement/force/velocity/acceleration</td>
<td>( V(x, \omega) = e^{-ikx} U )</td>
<td>( V(x, \omega) = \frac{i}{\omega T} e^{-ikx} F_S )</td>
<td>( V(x, \omega) = -\frac{i}{\omega^2} e^{-ikx} V_S )</td>
<td>( V(x, \omega) = -\frac{1}{\omega^2} e^{-ikx} A_S )</td>
</tr>
</tbody>
</table>

Appendix B

The total energy of the net structure is the sum of the kinetic and the energy of each string. The energy of the string is as follows:

\[
E(t) = \frac{1}{2} \int_0^L (\rho |V_t(x, t)|^2 + T |V_x(x, t)|^2) dx.
\]

(B.1)

The space interval \([0, L]\) is the length of the string and discretized into \(m\) equally spaced panels. By applying the trapezoidal rule to each panel, the approximation to the energy of this string (Eq. (B.1)) at time \(t_q\) becomes

\[
E(t_q) = \frac{1}{2} \sum_{p=0}^{(m-1)L} \int_{p\Delta x}^{(p+1)\Delta x} (\rho |V_t(x, t_q)|^2 + T |V_x(x, t_q)|^2) dx.
\]

(B.2)

After a summation of \(E(t_q)\) for all strings, we can obtain the total energy of the net structure at time \(t_q\).

Appendix C

The expression of the displacement of an arbitrary point on the string (see Fig. 1 or Fig. 8b) corresponding to different observations is shown in Table 2.
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