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ABSTRACT

Acoustic media with Willis coupling possess intrinsic directionality owing to the vector nature of coupling coefficients in constitutive
relations. Here, we report a type of sonic topological insulator that exhibits the valley Hall effect by using an acoustic fluid of the Willis type.
We find that the valley Hall phase transition can be triggered by tuning the coupling vector. In addition, the Dirac cones or valley position
are displaced away from high symmetry points in the Brillouin zone. The tunability of the valley offset offered by Willis coupling helps to
realize equally robust one-way transport for both zigzag and armchair domain walls and for more tortuous wave channels.
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Topological phases (TPs) and topologically protected trans-
port phenomena have in recent decades been a vibrant area of
research in various branches of science. One of the most impres-
sive features of such phenomena is the existence of edge states,
which are immune to defects and sharp corners, between domains
characterized by distinct topological invariants.' Since its advent in
condensed matter physics,” * this paradigm has been extended to
classical wave systems, such as electromagnetic,” * acoustic,” "
and mechanical waves.'®*” A number of topological wave trans-
port and other applications, such as low-loss devices, waveguides,
and information carriers, have been theoretically explored and
experimentally demonstrated.”' ">

For acoustic waves, TPs can be generated via either active or pas-
sive processes that produce the acoustic versions of the Floquet/Chern
insulator or the quantum spin Hall effect, respectively, for which the
energy band topology is defined for an entire band. In addition,
another type of TP, namely, the valley Hall effect (VHE),””** can be
formed via the locally nontrivial topology of the band structure. The
VHE is created based on single Dirac cones, which are usually located
at high-symmetry points in the first Brillouin zone (BZ), e.g., the BZ
corners at which the point group of wave vectors possesses Cs,, sym-
metry. When the symmetry is perturbed to a lower state, the twofold
degeneracy may be lifted and split into valley states carrying opposite
pseudospins. A number of methods, such as scatterer rotation or
acoustic resonators, can be used to engineer acoustic Dirac cones and
the VHE. Recent studies show that the VHE also encompasses Dirac

cones away from high-symmetry points,” *” revealing the possibility
of structural design with lower symmetry.

Existing methods for acoustic VHEs mostly concentrated on the
geometry or the lattice arrangement of scatterers.'”"*"'" However,
acoustic TPs have not been reported to be related to the constitutive
behaviors of either host media or scatterers in sonic crystals (SCs). In
this Letter, we report the VHE in an acoustic medium with Willis
coupling,” " which is also known as bi-anisotropy since it introduces
a relationship between pressure (momentum) and particle velocity
(strain), in direct analogy to magneto-electric coupling.’’ Willis cou-
pling was explored in the 1980s for elastodynamics and revisited in
recent years in context of metamaterials, since it not only provides a
physically meaningful description for various metamaterials’" but
also offers extra dimensions in designing exotic wave functionalities,
e.g., full control of acoustic meta-surfaces” and asymmetric transpor‘t,’%‘36
among others. It should be emphasized here that the acoustic Willis
coupling has only been observed in discrete meta-atoms, such as the
membrane unit,” folded channel,” or C-ring resonator,”” but not in
continuous media. Realization of the theoretical results of this work will
be considered in the future work.

As depicted in Fig. 1(a), we consider a two-dimensional SC con-
sisting of a triangular lattice of hard sound scatterers of circular shape
with radius » immersed in an air matrix, where a hexagonal unit cell
and lattice vectors (a;, a,) are marked. In Fig. 1(b), the black line shows
the band structure of this simple SC. In the calculation, a = |a,]
= 43cm, r=125cm, air density p = 1.29kg/m’, and the speed of
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FIG. 1. (a) Triangular array of circular scatterers immersed in a Willis fluid featuring a coupling vector W. (b) Band diagram of the SC without Willis coupling (black), and with
W=1and ¢ = 7/6 (the blue and orange lines trace different paths in BZ as depicted in the inset using the same colors). (c) Movement of the Dirac degeneracies along the
high symmetry edge of BZ, from the corner to the middle, as a function of the coupling magnitude W. The inset exemplifies the moving pattern for ¢) = n/6. (d) 3D band struc-
ture of a SC with Willis coupling W= 1 and ¢ = /3, showing an omnidirectional bandgap, and the offset of the valley can be seen by the projection plot of the first band.

sound ¢ = 343 m/s. As expected, due to the C,(Cs,) symmetry of the
direct (reciprocal) space, deterministic single Dirac cones are found
for the first two bands at the K and K’ points of BZ at 4550 Hz. To lift
the cone and create valleys carrying distinct topological charges, it is
common to use scatterers with lower (e.g., triangular'’) symmetry and
rotate them to break the Cs, symmetry of K(K') to C;. However, for
the circular scatterers as we consider here, rotation would not break
the degeneracy. Here, we propose another route: an investigation of
the effect of the Willis polarization in the background medium con-
taining scatterers with Cg, symmetry.

This is achieved by replacing the matrix fluid with a Willis
medium, which is characterized by the following constitutive relation:
—p=Kxe+S-v,

{ r = pv + Se, M

where p is the acoustic pressure, ¢ is the volumetric strain, v is the par-
ticle velocity, u is the momentum density, and x is the bulk modulus.
S represents the Willis coupling term, which is a vector for acoustic
fluids. The vector feature of § renders the SC matrix naturally direc-
tional and, thus, provides another way to reduce the symmetry of sys-
tem. For convenience, we define a non-dimensional quantity
W =iS/,/kp that is purely real for a lossless Willis medium in the
absence of non-local effects.”” The directionality of the matrix medium
is characterized by W = |W| and the azimuthal angle ¢ [Fig. 1(a)].

The system with Willis coupling was numerically analyzed using
COMSOL Multiphysics.*’

In Fig. 1(b), the first two bands of the SC with coupling parame-
ters W = 1 and ¢ = 7/6 are shown in blue along the I'-K-M-I" path.
Compared to the case without Willis coupling, it seems that the degen-
eracy at the BZ corners has been lifted and a gap has emerged.
However, the bandgap is not omnidirectional. Since the C; symmetry
is not preserved, when we follow the inequivalent path I'-K-M-TI" as
shown in Fig. 1(b) by the orange lines, it is seen that a Dirac cone still
exists but is offset to the BZ edge. The existence of shifted Dirac cones
in the presence of a Willis coupling vector of a particular direction can
be explained by the k-p effective Hamiltonian and the group theory."’
The coupling vectors along ¢ = nn/6, with n being an integer reduce
the SC symmetry in direct space from Cs, to C; with the mirror plane
collinear with W. However, only those along ¢ = (2n + 1)7/6 support
k-points on a pair of BZ edges [highlighted as red in the inset of
Fig. 1(b)] with C; symmetry, i.e., they map k to equivalent k 4 b points
upon a reflection, with b being a reciprocal lattice vector."* Actually,
the original cones move from the corner toward M points of those
edges, and considering translational symmetry of the BZ, the pattern
of cone locations is sketched by the inset to Fig. 1(c) for ¢ = /6,
which shows the calculated movement of cones along the BZ edge as a
function of W. The degenerate points move from K(K') toward M as
W increases. When W is larger than a critical value (1.42 for the case
shown), the cones from the K and K’ corners meet and disappear, and
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thus, a bandgap is opened up. It is interesting that reversing the cou-
pling vector W to —W does not change the cone pattern or the band
structure of the SC. This feature holds even for a general ¢ that lifts
degeneracy. For ¢ # (2n+ 1)7/6, depending on the magnitude and
direction of W, the Dirac cones will be lifted to create extrema whose
projection onto the BZ deviate around corresponding K (K’) points.
Figure 1(d) shows the 3D band surfaces with W=1 and ¢ = n/3.
Here, we refer to the extrema as K(K') valleys, where their shifted loca-
tions can be recognized by the density plot of the first band shown in
the figure.

We further investigated the vortex chirality of the valley state.
Figure 2 presents the variation of frequency extrema for the first two
bands near the K'-valley vs the angle ¢. It is obvious that the two
bands are locked with opposite vortex pseudospins, and band inver-
sion occurs every time the gap closes and reopens at ¢ = (2n+ 1)7/6,
signaling a TP transition in a VHE insulator. The eigenstates selec-
tively shown for ¢ = n/3 and 4n/3 are the pressure amplitude, and the
arrows indicate the spatial distribution of the time-averaged Poynting
vectors I = Re(pv")/2. The vortex profiles are clearly visible, yet the
vortex cores also deviate from the corners of a standard unit cell. The
two valley states are labeled by p™ and q~, corresponding to the two
inequivalent lattice sites, which are adjacent to energy flow in the
direction indicated by the sign. In Fig. 2, we focus on the physics at the
K'-valley, while the counterparts at the K-valley possess invariant vor-
tex core locations but opposite chirality as required by the time-
reversal symmetry.

The bulk band topology of a VHE insulator is characterized by
the valley Chern number, which is the local integral of the Berry curva-
ture around a valley. The Berry curvature, endowing a bulk band with
geometric structure, is defined via Q(k) = iVy x (Y(k)| Vi|y(k)),
where 1 is the eigenstate on the band and V. is the k-space gradient.’

Frequency (Hz)

FIG. 2. TP transition and band inversion at the K'-valley as a function of ¢. Valley
states with pseudospin “+” and “—” (indicated in the inset with energy vortices and
field intensity) lock with specific bands and exchange their position when the bands
across the degenerate point at ¢ = (2n + 1)=/6. Energy vortex cores are displaced
around the lattice site according to the direction of W.
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FIG. 3. Density plots of Berry curvature for (a) the 1st (2nd) band and (b) the 2nd
(1st) band of phase A(B); the dashed boundary indicates the integration area for
evaluation of the valley Chern number. Projected band structures for a zigzag
domain wall along the y-direction (c) and armchair domain wall along the x-direction
(d). The insets demonstrate the eigenstates corresponding to the circles on the
band, and the vertical dashed green lines mark the projected valley positions.

Figures 3(a) and 3(b) present the numerically evaluated Berry curva-
ture for the 1st and 2nd bands for ¢ = 7/3, respectively. We observe
that the nonzero Berry curvature still concentrates to the valleys and
decays quickly away from them, as is typical of VHE insulators. The
upper and lower bands of distinct valleys carry opposite Berry curva-
tures, implying that a pair of non-trivial valley Chern numbers
C, = ¥(*)1/2, evaluated by integrating the Berry curvature over half
of the BZ, can be assigned to index the K (K’) valley. It is also observed
that the valley position displaces from the K (K') point as ¢ varies.
This feature of a displaced valley will subtly play a role on the interface
mode along different types of domain walls, as shown later. For the
same SC array with W reversed (¢ = 4n/3), the valley position
remains the same as in Figs. 3(a) and 3(b); however, the valley Chern
numbers at each valley will reverse their signs.

We next examine the existence of interface modes required by
the bulk-edge correspondence at a domain wall between VHE phases
with distinct topological indices, taking phase A (¢ = 7/3) and phase
B (¢ = 4n/3) as an example. Figures 3(c) show the projected band
structure of a strip supercell composed of the two phases divided by a
zigzag domain wall along the y-direction in which dotted and solid
lines represent bulk and interface modes, respectively. An interface
band with configuration A/B (phase A on the left and B on the right)
is shown in orange and that with reversed configuration B/A is shown
in purple. The inset illustrates the field intensity of an interface state

Appl. Phys. Lett. 119, 051903 (2021); doi: 10.1063/5.0055789
Published under an exclusive license by AIP Publishing

119, 051903-3


https://scitation.org/journal/apl

Applied Physics Letters

ARTICLE scitation.org/journal/apl

U 10 9B | BRER
L R
A i

FIG. 4. Numerical simulation of interface mode transmission across finite samples. Pressure amplitude in the case of (a) 90° bending channel, (b) straight channel of the arm-
chair type containing a defect, and (c) calculation of a classical VHE model for the same setup for comparison with (b). In (c), the triangular scatters rotates 10° (—10°) in
domain | (Il) and the excitation frequency is 3750 Hz. (Model parameters: lattice vector is 4.3 cm, the edge of triangular scatterer is 3 cm, and the bulk gap is 36004100 Hz).

The insets zoom in on the SCs and defects.

for the B/A configuration at 4600 Hz (denoted by a circle on the
band). Figure 3(d) shows the projected band structure of a strip super-
cell divided by an armchair domain wall along the x-direction; inter-
face bands for A/B (upper A and lower B) and B/A configurations are
similarly plotted. Again, an eigenstate at 4600 Hz for the B/A configu-
ration is shown by the figure inset.

The interface band structure of the armchair domain wall here is
remarkable. Usually, the interface modes on a zigzag domain wall are
topologically well protected since the projections of inequivalent val-
leys are separated from each other. However, for VHE insulators with
un-displaced valleys along the armchair domain wall, the projection of
valley K and K’ coincides at k, = 0 so that the opposite topological
charges tend to annihilate. In this case, the two interface bands usually
do not cross each other, essentially implying that they are not topologi-
cally protected.” In some designs of VHE insulator,'”" although a
high transmission interface pathway can be achieved by including an
armchair domain wall, it is more prone to backscattering when the
wave encounters defects, as will be shown in Fig. 4. As a result, wave
guides based on an ordinary VHE are more typically designed with
bending angles that retain the zigzag domain wall.'” In the present
model, however, the magnitude and the direction of valley offset can
be tuned at will to avoid overlap of valley projections and preserve a
non-trivial topological charge, as indicated by the vertical dashed green
lines in Fig. 3(d). In this case, the projected band diagram of the arm-
chair wall possesses the same features as that of the zigzag. Therefore,
robust interface transmission may be achieved equally for both the
two types of domain wall owing to the suppression of inter-valley scat-
tering. This will facilitate the design of more general topological
channels.

To verify backscattering suppression and robust transmission of
topological valley interface modes, we perform full-field frequency
domain simulations on a finite lattice comprising 40 x 40 unit cells
with the aid of a radiation boundary condition as shown in Fig. 4(a). A

90° bending channel composed of an armchair-zigzag-armchair
domain wall is established using B/A phases. The left side input of the
channel is excited by a Gaussian beam at a frequency of 4600 Hz
located in the bulk gap. It is observed that the interface wave propa-
gates with negligible backscattering and quite high transmission
(—1.9dB). Referring to Fig. 3, the propagating interface wave is unam-
biguously K'-valley projected for both types of wall; hence, it can
smoothly traverse the channel corner. Furthermore, the transmission
along the armchair channel can also be immune to defects for the pre-
sent SC. As shown in Fig. 4(b), several scatterers are removed to create
a rectangular defect in the middle of the armchair waveguide, and the
numerical result reveals that the high transmission is almost unaf-
fected (—2.1 dB). For comparison, Fig. 4(c) presents a simulation result
of the same setup for a classical VHE model, composed of rotated tri-
angular scatterers and a traditional acoustic fluid, for which the arm-
chair interface mode is also supported, yet with weak topological
protection. It is found that the wave is almost blocked by the defect
(—24.8 dB transmission) due to backscattering.

In summary, we theoretically investigated an SC system
exhibiting the VHE by using the acoustic media with Willis cou-
pling. The vector nature of the Willis coupling parameter offers an
alternative approach to lowering the SC symmetry and inducing a
TP transition. It is revealed that the offset of Dirac cones and
gapped valleys is intimately related to the direction of Willis cou-
pling and can be utilized to achieve robust transmission along zig-
zag, armchair, and even more general types of domain walls.
Although the realization of Willis acoustic media with strong cou-
pling remains an ongoing topic of research, the unique features
found in this study may stimulate further the exploration of both
VHE and Willis metamaterials.

This work was supported by the National Natural Science
Foundation of China (Grant Nos. 11972080, 11632003, and 11972083).
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